Quantum-Inspired Optimization for Industrial Scale Problems
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Model-based optimization, in concert with conventional black-box methods, can quickly solve
large-scale combinatorial problems. Recently, quantum-inspired modeling schemes based on tensor
networks have been developed which have the potential to better identify and represent correlations
in datasets. Here, we use a quantum-inspired model-based optimization method TN-GEO to assess
the efficacy of these quantum-inspired methods when applied to realistic problems. In this case,
the problem of interest is the optimization of a realistic assembly line based on BMW’s currently
utilized manufacturing schedule. Through a comparison of optimization techniques, we found that
quantum-inspired model-based optimization, when combined with conventional black-box methods,

can find lower-cost solutions in certain contexts.

I. INTRODUCTION

Large-scale integer combinatorial optimization prob-
lems represent one of the broadest classes of hard prob-
lems relevant to real-world applications [1]. A major dif-
ficulty in executing such tasks lies in the inability of con-
ventional optimization methods to effectively sample the
full state space. In addition, the constraints of a discrete
optimization space preclude the use of efficient optimiza-
tion methods such as the simplex method or Bayesian
Optimization method which rely on smoothness to prop-
erly estimate correlations and gradients. Commonly
tested examples of combinatorial problems in the liter-
ature include the travelling salesman problem or max-
cut problem. These problems have a well-defined and
easily-representable structure that can be exploited dur-
ing solving. In practice, however, many combinatorial
problems are difficult to write so explicitly, and fall un-
der the category of black-box problems. These problems
include scheduling and design problems.

The curse of dimensionality, endemic to combinatorial
problems, has been greatly diminished by the combined
use of conventional optimization methods with machine
learning techniques [2-5]. Historically, these models have
taken a number of forms, but many popular methods in-
clude Bayesian optimization, Model-based Evolutionary
Algorithms, and Cross Entropy Methods [6-8].
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In parallel with these advances, new techniques for gen-
erative modeling known as Born machines have been de-
veloped based on physical phenomena — specifically quan-
tum systems [9, 10]. In recent years, such generative
models have been proposed to assist in solving combi-
natorial optimization problems through the Generator-
Enhanced Optimization (GEO) framework [11]. In that
work, the authors used quantum-inspired model known
as Tensor Network Generator Enhanced Optimization
(TN-GEO), which uses a tensor-network-born-machine-
based generative model to enhance the performance of
conventional optimization methods. More specifically,
the authors demonstrate their framework by applying it
to a realization of the portfolio optimization problem.
These “quantum-inspired” generative models include re-
sources such as entanglement to capture dependencies
within a system that are not explicitly known a priori
[12-15]. This change in representation as compared with
conventional methods may provide new heuristics for ex-
ploitation during optimization.

In this work, TN-GEO was used to assess the perfor-
mance of quantum-inspired optimization in solving a par-
ticular instance of a hard industry-relevant combinatorial
optimization problem, solving a BMW production plan-
ning problem. The instance that we consider is realistic,
with practical utility to BMW and to other manufactur-
ers more broadly. We directly compare the performance
of several related generator enhanced optimizers to the
performance of conventional optimization methods in or-
der to determine the existence and type of advantage
gained by the model-based process.

We found that quantum-inspired generator enhanced
optimization either meets or exceeds conventional meth-
ods of optimization for the BMW production planning
problem in a majority of tested cases. The highest per-
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FIG. 1. A) A high-level view of the production planning prob-
lem with shops and storage labeled. B) A stylized diagram
of the optimization procedure. First, the parameters of the
optimization, in the form of production rates and work shifts,
are used to perform a time-domain simulation of the assembly
line. From this simulation, the number of idle hours for each
month and cars produced each month is retrieved. These val-
ues are used to generate a cost using the cost function.

formance was achieved when the problem was formulated
such that the correlations between parameters were effi-
ciently encoded. In fact, these “problem-inspired” con-
figurations improved the performance of all the consid-
ered optimizers. Our results support the conjecture that
problem-specific knowledge is an important component
of optimizer selection, even among blackbox optimization
methods [16-18]. In addition, we found that intermediate
problem knowledge was best for accurate model-based
optimization in this setting.

In the following, we describe the BMW production
planning problem formulations, explain the use of prob-
lem knowledge, in particular the preprocessing of cost-
function evaluations, define the optimizers used for
benchmarking and analysis, and show numerical results
characterizing optimizer performance. We conclude by
summarizing the best contexts for model-based optimiza-
tion.

II. PROBLEM DESCRIPTION AND
FORMULATIONS

The production planning problem involves the opti-
mization of a BMW assembly line. In a BMW assembly
line, as shown diagramatically in Fig. 1, car production
proceeds as follows:

1. Car bodies are fabricated in a first stage consisting
of two parallel body shops.

2. Car bodies are stored in a storage lot with capacity
limit 500.

3. Car bodies are painted in a second stage consisting
of two parallel paint shops.

4. Painted car bodies are stored in a storage lot with
capacity limit 700.

5. Finished cars are assembled in a third stage con-
sisting of two parallel assembly shops.

The problem is constrained such that each shop op-
erates only during specific time periods or shifts and at
certain rates. There are 15 discrete options for the shifts
that shops can follow and 5 discrete options for the rates.
Given that there are 6 different shops, there are about
244 million ways in which the assembly line can be con-
figured.

Over the course of one year, the assembly line is re-
quired to produce a number of cars (P;) to meet pro-
duction targets (T;) on the order of thirty thousand cars
per month ¢. At the same time, the line should be as
efficient as possible, minimizing the hours per month 4
during which each shop j is idle (I;;). This idling is
due to storage lot overflows or underflows caused by mis-
matched shop working schedules. These two performance
metrics — production and efficiency — are quantified using
a weighted (W) cost function.

12 months 6 shops
C= Y Ti-Pl+W Y Iy
i=1 =1

For the purposes of this work, the weighting (W) was
chosen such that typical variations in idle hours are on
the same order as monthly production and target vari-
ations. For our specific problem, idle time with respect
to scheduled time typically varies at the single percent-
age level, whereas production variations with respect to
targets are on the order of hundreds of cars per month,
leading to a weighting of 1000. For a given assembly
line state, that is, the set of shift schedules and produc-
tion rates used by the line, a time-domain simulation of
the assembly line is performed which directly tracks the
monthly production and idle hours. Additional details of
the simulation are provided in Section D. An illustration
of the time-domain simulation process is given in Fig. 1.

Two different parameterizations were investigated to
elucidate the impact of problem knowledge on problem
performance. By parameterization, we refer to the man-
ner in which production rates and shift schedules are rep-
resented and can be changed. The first parameterization
is a basic “12-body” or “no-knowledge” parameteriza-
tion. This parameterization considers all parameters as
independent with 6 shift parameters, each ranging from
1 to 15, and 6 production rate parameters, each ranging



TABLE I. Sizes of the reduced solution spaces.

Solution space Solution space size

2%  noDev 384
2.5% mnoDev 1056
5% noDev 11856
100% noDev 11390625
1.5% yesDev 4777500
2%  yesDev 12329982
2.5% yesDev 22261792
5%  yesDev 202461840
100% yesDev 177978515625

from 1 to 5. A change in shift can therefore occur in a
single update step (e.g., changing a shift parameter from
shift schedule 4 to shift schedule 5). This parameteri-
zation is beneficial as it assumes little about inter-shop
interactions, allowing solvers to explore these interactions
themselves.

A second “three-body” or “problem-inspired” param-
eterization is also explored, which uses the assembly line
structure to inform parameter representation. Each set of
body, paint, and assembly shops is combined into a single
data entry, such that the problem reduces to only three
parameterized stages. In this case there are 5625 states
for every stage, accounting for the total number of pos-
sible states for two shops, each having one shift parame-
ter with 15 options, and one production rate parameter
with 5 options. The single-stage states are then ordered
by their individual ideal output in cars per hour. Such
a parameterization treats correlations between stages as
having less impact than those within stages, an assump-
tion based on problem intuition that may not be valid
for all parameter settings.

III. PREPROCESSING
A. Search space reduction

Preprocessing is utilized to effectively reduce the prob-
lem space in a deterministic manner, which is a practi-
cal and often necessary step for many large optimization
problems [19, 20]. The preprocessed configurations ex-
trapolate the ideal annual car production of each assem-
bly line state when buffer limits are ignored and compare
it to the annual production target, that is, the sum of
the monthly targets (see Appendix A1 for details). If
the state produces enough cars to be within 5%, 2.5%,
2%, or 1.5% of the annual target, it is included in the
allowed state space. The preprocessed configurations are
therefore referred to as “Reduced-5%", “Reduced-2.5%”,
“Reduced-2%”, and “Reduced-1.5%" (see Appendix A 2
for details). However, we note that the minimum reduc-
tion percentage that conserves the global minimum is not
known a priori. This was verified in the cases studied
here.

B. State encoding

In the “three-body” representation (whether reduced
or not), every state is designated by a triple of natural
numbers. However, TN-GEO requires states to be repre-
sented as bitstrings (sequences of binary digits). In this
work, we compare three different binary encodings. The
simplest approach is to enumerate all triples, and then
encode the number of every state as a binary number.
We call this the basic encoding.

While simple, the basic encoding may not adequately
represent the structure of the problem. This is because
states that are close to each other by parameterization
may have significant Hamming distance incurred via the
basic encoding. We tested a method of alleviating this
by applying the Gray encoding [21] to every part of the
triple, padding with zeros if necessary, and concatenating
into a bitstring.

A significant factor that may negatively impact the ef-
fectiveness of both of the straightforward representations
described above is the fact that nearest neighbours may
have significantly different production costs. We test a
method for minimizing this impact by enumerating the
single-stage states of the first stage according to the ab-
solute value of the difference between the estimated pro-
duction of the first stage and the target production. For
the remaining stages we use a slightly different ordering,
employing the absolute value of the difference between
estimated production of the given stage and that of the
first stage. We call this reordering the Production Guided
(PG) encoding (see Appendix A4 for details). Then we
apply the Gray encoding to every part of the triple, pad
with zeros if necessary, and concatenate into a bitstring.
We call this two-step encoding the PGGray encoding.

IV. OPTIMIZATION

The conventional optimization methods in this work
include one-crossover, two-crossover, and uniform-
crossover genetic algorithms (GA1, GA2 and GAU, re-
spectively), simulated annealing (SA) [22, 23], and paral-
lel tempering (PT) algorithms. These algorithms are the
most commonly investigated algorithms in the literature
and should provide an even benchmark for testing TN-
GEO performance [1]. These conventional methods run
until 240 cost function evaluations are reached, a limit
chosen to fall within the typical black-box optimization
run times of hundreds of cost function evaluations.

When using TN-GEO to boost a conventional solver,
the first 100 cost function evaluations of the conven-
tional solver are incorporated into the TN-GEO model,
and model-based optimization begins. The quantum-
inspired model-based optimization step relies on TN-
GEO, a method described in Ref. [11] and illustrated in
Fig. 2. This model uses a Matrix Product State (MPS),
a specific type of Tensor Network (TN), to represent the
solution space. In each iteration of TN-GEO, the model
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FIG. 2. Scheme of our approach for benchmarking a conventional solver against TN-GEO as a booster for that conventional

solver.

is first trained on a seed data set of all evaluated states
and their costs up to that iteration. This set is initially
generated by the conventional optimization step. Train-
ing of TN-GEO on this data set is performed based on a
gradient method used in a previous study [24]. The TN-
GEO model is then sampled to generate a set of likely
low-cost states. From these states, the ones that are new
(not evaluated before) are then pruned according to prob-
lem constraints and a fixed-size subset of them is chosen
(according to some heuristics) to have their costs evalu-
ated explicitly on the BMW production planning prob-
lem. These states and their costs get added to the seed
data set and the solver iterates until convergence or until
a maximum number of cost evaluations is reached. (See
Fig. 1 of Ref. [11] for more details.)

V. RESULTS

Our first numerical investigation explored the differ-
ence in optimizer performance owing to problem param-
eterization. Each optimizer is implemented as described
in Appendix B and Section IV and allowed to run for
an empirically-based choice of 240 cost-function evalua-
tions (TN-GEO) being performed explicitly on only the
final 140, as described in Section IV. These sets of opti-
mization trials were then repeated using 300 randomized
initial states to acquire statistical data. The averaged
results of this study are plotted in Fig. 3. All optimiz-
ers, regardless of their type (conventional or quantum-
inspired) perform significantly better when the problem
is formulated in the 3-body parameterization, achieving
lower costs in fewer iterations on average.

Average Performance for 3-Body and 12-Body
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FIG. 3. Performance of all optimizers for 3-body and 12-
body formulations of the problem. We note that 0 as defined
in this plot is not the global minimum but instead is the
global minimum of a simplified form of the problem, as the
true global minimum is not known. See text for the detailed
protocol of calculations.

Following this investigation, we focused solely on the
3-body parameterization and performed a comparison of
binary encoding methods across all state spaces given in
Table I (basic, Gray and PGGray encodings). As before,
for each scenario, we ran each conventional solver 300
times to accumulate statistics, performing up to 240 cost
evaluations each time. A description of the conventional
solvers and hyperparameters used in these benchmarks
are provided in Appendix B.

For TN-GEO an important hyperparameter is the



maximum bond dimension of the Matrix Product State
which controls the expressivity of the tensor network and
is an indicator of the correlation radius in the training
data. For the problem at hand, we tested TN-GEO per-
formance while sweeping this parameter, as shown in C.
Through this process we found that a maximum bond
dimension of 6 is optimal as it achieves equal or bet-
ter performance (across solvers and state space sizes) as
compared to other bond-dimensions.

The results of these studies (for a maximum bond di-
mension of 6) are depicted in Fig. 4, where there is a
heatmap for each state encoding. The number within
each heatmap square indicates the largest amount (of
the 300 runs) by which TN-GEO, when trained using
the first 100 cost function evaluations of a traditional
solver, can outperform the the conventional solver used
for training. To facilitate a more detailed analysis Fig. 5
shows the performance of the conventional solvers with
respect to each other and Fig. 6 depicts the dependence of
the relative performance of TN-GEO using the PGGray
encoding with respect to the conventional solver results
used as the training set.

VI. DISCUSSION

Before we take a closer look at the difference between
various solvers, let us note that the 3 smallest cases (2%
noDev, 2.5% noDev, 5% noDev) are so small that all
solvers reached exactly the same minimum (see Figs. 5
and 6), which we verified to be the global minima for
those cases. Hence, to differentiate between the solvers
we use the results of the remaining (larger) state space
cases only.

When considering the performance of the conventional
solvers, SA performs the best across the board. However,
when we additionally remove the cases in which the so-
lution space is not reduced (100% noDev, 100% yesDev),
GA2 becomes the best solver, closely followed by PT.
Excluding these cases from our conclusions is justified as
these cases are not used in practical applications and are
apparent outliers.

The issue of TN-GEO performance is more compli-
cated. Firstly, the encoding of the states plays a signif-
icant role. The PGGray encoding is the clear best, as
demonstrated in Fig. 4. When considering only this best
encoding, and again disregarding the non-reduced cases,
we can see in Fig. 6 that TN-GEO trained on the data ob-
tained from GA1 performs best of all TN-GEO variants.
Given the relatively poor results of GA1 with respect to
the best conventional solvers, it becomes apparent that
the quality of a generated training set is not directly cor-
related with the performance of the conventional solver.
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FIG. 4. Performance of TN-GEO in 3-body formulation. This
figure contains one heatmap for each state encoding, each
depicting the difference between the lowest cost found by a
conventional solver (one of GA1, GA2, GAU, SA or PT) after
300 independent runs, and the lowest cost found by TN-GEO
boosting the same conventional solver for the same 300 runs,
in different problem configurations (with/without deviation
and different margins). The difference is positive (green cells)
when the best cost found by TN-GEO is strictly smaller than
the best cost found by the conventional solver, zero (blue
cells) when they tie in their best run, and negative (red cells)
when TN-GEO could not achieve the lowest cost found by the
conventional solver. For each problem configuration, there is
(at least one) cell with a circle/hexagon indicating that either
the corresponding conventional solver or TN-GEO boosting
that conventional solver is the worst/best solver among all of
the considered solvers. In the event of a tie, multiple circles
and hexagons appear.
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FIG. 5. Relative performance of the conventional solvers.
Each cell in the grid gives the difference between the mini-
mum achieved by the best conventional solver and the mini-
mum achieved by the conventional solver on the left axis. The
overlaid heatmap allows for quick comparison of these values
with green indicating that the solver performed nearly or ex-
actly as well as the best solver.
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FIG. 6. Relative performance of TN-GEO trained with data
obtained from the conventional solvers. Each cell in the grid
shows the difference between the minimum achieved by the
best TN-GEO solver and the minimum achieved by TN-GEO
boosting the solver on the left axis. This is distinct from
Fig. 5 which only compares the conventional solvers with the
best conventional solver.

VII. SUMMARY

We investigated the utility of quantum-inspired, gen-
erator enhanced optimization methods in a realistic use-
case: an instance of a BMW production planning prob-
lem. Through this comparison we found that problem
representation plays a significant role, with parameter
groupings based on known correlations allowing for lower
minima to be achieved by all solvers more quickly. In
addition, we found that problem-motivated encoding of
the assembly line parameters leads to greatly improved
results as compared to naive representations. Combin-
ing these two techniques, we show that quantum-inspired
generative model based solvers tie or improve upon the
tested conventional optimization methods in a majority
of the tested cases, particularly when used in intermedi-
ate solution space sizes. Based on this comparison, we
conclude that TN-GEO ties or outperforms respective
tested conventional optimization methods in 31 out of 45
tested cases, demonstrating the power of these optimiza-
tion methods in industrially-relevant settings.

VIII. STATEMENT ON DATA AVAILABILITY

All data wused in this paper is publicly avail-
able at  https://github.com/zapatacomputing/
TN-GEO-car-plant-optimization.
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Appendix A: The free-stage approximation

1. Production estimation

In the actual model, the production cost is determined
both by the state of every stage and the inter-stage in-
teractions. In order to simplify the problem, we intro-
duce the free-stage approximation, in which we neglect
the inter-stage interactions. At this level of approxima-
tion, we can decouple the model and consider every stage
separately.

We will start by introducing py ., as the estimated
monthly production of stage n € {1,...,N} being in
the state m € {1,..., M}. This quantity can be readily
calculated by taking the worktime of the stage obtained
from its state, multiplying it by the production rate of
the shops comprising the stage, and summing the results.

Obviously, for every configuration my, mo,...,my
Pmy,ma,...omy < Pmima,...omy =
mln{pl,mpr,mzv .. 7pN,mN}

where Py, ma,....omy A0d Dy ms,....mn 18 the actual and
approximate monthly production, respectively. Addi-
tionally, we can expect that

‘pm177”21“~7"nN — Pmy,ma,...my |

<e€

pm17m2,~-7mN

for a relatively small value of e, although the concrete
value will depend on the specific parameterization of the
model and is difficult to predict accurately. Numerical
experiments suggest the € value for the global minimum
configuration between about 0.01 and 0.025, depending
on the parameterization.

2. Reduction of the solution space

For this reason, it should be sufficient to restrict the
search for the global minimum to the reduced search
space

Di,m;

23

R—{(ml,mg,...,mN)€S|l—5< §1+€)}

using the value of of € estimated above. We note that the
cost of the reduction scales proportionally to the number
of single-stage states, thus avoiding the exponential ex-
plosion.

3. The production-guided cost-optimization
algorithm

The approach presented above can be extended, allow-
ing us to formulate an efficient method of exploring the
solution space, the Production Guided Cost Optimiza-
tion (PGCO) algorithm.

The cost function penalizes not meeting the target pro-
duction, which we have taken advantage of above, as well
as under-utilization of the production stages. Hence, for
the optimal configuration (mq,ma,...,my) we should
expect

bt = ﬁl,ml ~ Z;Q,mg L= ZN)N,mAp

This observation allows us to easily formulate an effi-
cient algorithm for exploring the solution space. Namely,
we construct a forest of single stage-states. First, we pick
as roots IV, first-stage states for which estimated produc-
tion is closest to the target. Then, for each root we pick
Ny, second-stage states for which the estimated produc-
tion is closest to the estimated production of the respec-
tive root. Then we repeat the procedure, analogously
extending every branch of every tree. Finally, we ex-
haustively search for the minimum among the generated
NTNbN_1 states.

The weak side of the approach is calibration, required
to determine values of N, and N, as small as possible,
but at the same time, large enough to ensure the presence
of a global minimum in the spanned subspace.

On the other hand, assuming relatively large values of
N, and Np, PGCO can be considered as a preprocessing
stage, efficiently reducing the search space for a generic
global minimization procedure.

4. Production guided encoding

The GEO optimizer requires all states of the optimized
system to be represented as bitstrings (sequences of bi-
nary digits), In principle, we can just enumerate the
states and represent them as binary numbers, padding
with zeros when necessary. In our case, the simplest
method boils down to representing the state as an N-
digit base-M number and transforming it to base 2. Un-
fortunately, such a mapping may distort the topology of
the solution space, thus making training the generative
model much more difficult.

The first source of such distortion is the standard
representation of non-binary numbers in base 2, which
causes certain neighbouring numbers, like 3 and 4, to be
represented by bit-strings having relatively large Ham-
ming distance to each other. Fortunately, this can be
mitigated by using the Gray encoding.

The other significant factor impacting the effectiveness
of the representation is the original representation of sys-
tem states as N-digit base-M numbers. In this approach
nearest neighbours may have significantly different pro-
duction cost. To alleviate the issue we came up with the
Production-Guided Encoding of the states. In this ap-
proach, we enumerate single-stage states of the first stage
according to the absolute value of the difference between
the estimated production of the first stage and the tar-
get production. This way, we obtain indexing of the first
stage single-stage states, where the lower is the index,



the closer to the target is the production. Then, for ev-
ery single-stage state from the first stage, we enumerate
the second stage single-stage states, ordering them by
how similar their production is to that of the considered
first-stage state. Finally, for every pair of the first and
second stage single-stage states, we enumerate the third
stage single-stage states, ordering them by how similar
is their production to that of the considered first stage
state. This way we dynamically build a three-level forest,
in which values the indices of the branches approximately
represent the deviation from the expected target produc-
tion. Those branch indices are in turn represented by
bit-strings using the Gray encoding.

Appendix B: Traditional solvers

In this work, we used Genetic Algorithms, Simulated
Annealing, and Parallel Tempering solvers both to gener-
ate initial learning data for TN-GEQO and as benchmarks.
All optimization methods were implemented in python
3.8. Below we provide brief description of the specific
implementations we used.

1. Genetic Algorithms

The genetic algorithm is a meta-heuristic algorithm in-
spired by the theory of natural evolution [25]. For imple-
menting the genetic algorithm, we used the DEAP [26]
library equipped with elitism mechanism from Ref. [27].
We initialized the solver with a population of 10 individu-
als. In each iteration, a subset of size 9 of the population
from the previous iteration is selected using tournament
among 3 individuals. Then, a new population of the same
size is generated via mutation (with probability 0.8) of
each individual in the subset and crossover (with proba-
bility 0.8) of consecutive ones. At the end of an iteration,
the best individual observed in all previous iterations is
added to the population. We used three different types of
crossover operations: one-point, two-point, and uniform.
For mutation, one shop (or one stage in 3-body formu-
lation) is chosen uniformly at random, and its state is
updated to a random possible state.

2. Simulated Annealing

For Simulated Annealing (SA), we implement a ver-
sion of the algorithm based on Ref [22]. In our imple-
mentation, starting from an initial state with cost Cj,
the initial temperature Ty is set to 50, and in each it-
eration, the state of one shop (or one stage in 3-body
formulation), chosen uniformly at random, is updated to
a random state with probability

p; = min{1,exp((C;—1 — C;)/Ti—1)}
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FIG. 7. The percentage of total tested cases (combinations
of margin, rate deviation and traditional optimizer) in which
TN-GEO improves upon the performance of the respective
traditional optimizer. A maximum of cases occurs when a
maximum bond dimension of 6 is used for the TN-GEO ma-
trix product state optimizer.

where C; is the cost of the state at the end of the i-th
iteration. At the end of each iteration, the temperature
is decreased by a factor of 1.2.

3. Parallel Tempering

For Parallel Tempering (PT), we implemented a ver-
sion of the algorithm based on Ref. [28]. PT can be
thought of as an advanced version of Simulated Anneal-
ing, where one considers independent copies of the car
plant’s state, called replicas, each at a different temper-
ature T,.. In each iteration, the state of each replica is
updated according to its temperature, as in the SA al-
gorithm. Then, the state of two neighbouring replicas, r
and r + 1, are swapped with probability

pr = min{1,exp((Cr — Cr41)(Br — Br+1)}

where C). is the cost of the state in r-th replica, and
Br = 1/T,.. In our implementation, we had 5 replicas
with 4 state-updates in each iteration (before each replica
swap), and we used a geometric sequence of evenly spaced
(in log space) numbers between 0.1 and 10 for S, values.

Appendix C: TN-GEO Bond-Dimension

When using TN-GEO, a fixed hyperparameter, the
maximum bond dimension, sets the maximum number
of singular values kept in the matrix product state fac-
torization of correlation tensors. This corresponds to the
level of correlation that can be captured by the model.
Too high a maximum bond dimension is likely to overfit
a given dataset, while too low does not capture relevant
features.

We tested TN-GEO directly on the studied optimiza-
tion problem in order to choose the maximum bond di-



mension that provides best performance. For each bond
dimension, we tabulated the number of cases (tested
combinations of margins, rate deviation and traditional
optimizer) in which the TN-GEO optimizer improves
upon the performance of the respective traditional op-
timizer. We anticipated a “sweet-spot” of performance
would exist across maximum bond dimensions, and found
one at a maximum bond-dimension of 6 singular val-
ues (see Fig. 7) when using 3-body formulation and the
production-guided encoding.

Appendix D: Time Domain Simulation

The time domain simulation of the assembly line was
implemented in python and was a modified form of that
used in BMW manufacturing settings. The simulation
was performed at a half-hour timestep to maintain accu-
racy while minimizing runtime. Over the course of the
optimization 81% to 69% of the runtime was consumed
by this simulation.
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